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Abstract

The overuse of low value medical tests and treatments drives costs and patient harm. Efforts to address overuse,
such as Choosing Wisely campaigns, typically rely on passive implementation strategies- a form of low reliability
system change. Embedding guidelines into clinical decision support (CDS) software is a higher leverage approach
to provide ordering suggestions through an interface embedded within the clinical workflow. Growth in computing
power is increasingly enabling artificial intelligence (AI) to augment such decision making tools. This article offers a
roadmap of opportunities for AI-enabled CDS to reduce overuse, which are presented according to a patient’s
journey of care.
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Background
Overuse of tests, treatments and procedures is a
complex quality challenge for health care systems, with
estimates suggesting that 30% of all health care delivered
in Canada and the United States offers no clinical value
to patients and can potentially lead to harm (IOM (Institute
of Medicine), 2013; Canadian Institute for Health Informa-
tion, 2017; Braithwaite et al., 2020; Pathirana et al., 2017).
Overuse - where expected health benefits of care do not
clearly exceed negative consequences (risk of harm, pain,
misleading results etc.) - is driven by the interplay of several
complex factors including clinician practice patterns, new
diagnostic technologies, patient expectations, and funding
incentives (Pathirana et al., 2017).
Research suggests that efforts to reduce overuse will

require a combination of system-level strategies along-
side bottom-up efforts to target increased awareness of
overuse and how the clinician-patient interaction can
drive this quality problem (Mafi & Parchman, 2018).
Choosing Wisely campaigns in countries around the
world have raised awareness about overuse by partnering

with national clinician societies to develop specialty-
specific recommendations around tests, treatments and
procedures which are commonly overused (Choosing
Wisely, 2019a). Clinicians and patients are then tasked
with implementing these recommendations (a form of
passive education) into day-to-day clinical practice,
which is a recognized form of low reliability system
change (Institution for Safe Medication Practices, 2020).
Clinicians find it difficult to implement campaign
recommendations given the demands of the practice
environment and systems which incentivize overuse and
importantly, the uniqueness of each patient which rarely
perfectly match clinical vignettes portrayed in guidelines
(Grimshaw et al., 2020; Embrett & Randall, 2018; Gupta
et al., 2017).
Consider the common scenario of a general practice

physician seeing a patient presenting with a headache in
a primary care setting. First, the relevant clinical history
and physical exam information must be collected. Then,
to reach a management decision, such as whether or not
to order imaging, the physician must reconcile their
clinical experience (“most patients like this that I have
seen turn out to be fine, but I once saw one with a brain
tumor present as a headache”) with recall of evidence-based
recommendations (“what are those criteria for imaging
again?”) to arrive at a clinical decision. Consider if
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instead, the reassurance of an expert in headache - one
who has seen thousands of patients with similar
clinical presentations - could be applied to inform
decision-making for this patient. Increasingly, this is
becoming possible. The digitization of medical records,
exponential growth in computing power and availability
of ever-advancing machine learning algorithms over the
past decade are making deploying an AI-enabled “expert”
tool to assist each physician-patient interaction increas-
ingly possible (Office of the National Coordinator for
Health Information Technology, 2019; Topol, 2019; Jiang
et al., 2017).
In this article, we begin by exploring how data can

serve as a new foundation for clinical decision support
(CDS) tools. We then outline opportunities for AI-
enabled clinical decision making tools to augment health
system efforts to promote high value care. This roadmap
of problems and applications can help guide the policy,
clinical, software development, and data science
communities to address via AI-enabled technologies
and supporting to reduce overuse and drive value.

Advances and opportunities in clinical decision support
There is a well-documented and wide chasm between
research and clinical practice; it can take decades for
evidence-based practices which are detailed in guidelines
and grounded in randomized controlled trials research
to reach the bedside (Bero et al., 1998).
Embedding guidelines into CDS software is a higher

leverage approach to encourage evidence-based deci-
sion making through an interface embedded within
the clinical workflow. These tools are designed to be
used interactively in reaching clinical decisions, and
have been widely incorporated in healthcare for vari-
ous applications including preventing adverse events
or medical errors (e.g. drug interactions) and reducing

healthcare costs (Middleton et al., 2016). The under-
lying analytic methodologies employed by these tech-
nologies have evolved over time, from early “rule-
based” systems to more sophisticated methods today
employing statistical machine learning (Montani &
Striani, 2019). Newer methods are enabling CDS to
move beyond knowledge-based approaches (e.g. apply-
ing relevant guidelines to a patient), to data-driven
approaches, which take advantage of the large vol-
umes of patient data being stored in electronic for-
mats to identify patterns in a “bottom up” fashion
and make patient-specific recommendations (Montani
& Striani, 2019; Sutton et al., 2020). It is becoming
possible to predict which patients can benefit from in-
terventions, and which will not, through personalized pa-
tient data drawn from sources such as electronic medical
records (Yu et al., 2018). Enabling precise and patient spe-
cific recommendations will also aid in addressing alert fa-
tigue, a challenge which has plagued the implementation
of CDS software (Sutton et al., 2020).
This approach is being applied in the growing field

of precision medicine which uses unique patient
features to identify, for example, which patients should
be prescribed a drug based on their clinical or genetic
features (Mesko, 2017). Analogously, AI could help
clinicians take a more precise approach to reducing
overuse (Shortliffe & Sepúlveda, 2018). As a hint of
this potential, a recent study trained a machine learn-
ing model on past patients’ clinical data from their
EMR coupled with annotated computed tomography
(CT) results to derive patient-specific risk scores for
pulmonary embolism that reduced the need for CT in
new patients by 60% (Banerjee et al., 2019). In the next
section, we explore how modern data and computing
can be applied to reduce overuse during common
scenarios along a care journey (Fig. 1).

Fig. 1 How AI-enabled CDS tools can reduce overuse at various stages of a patient’s care journey
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Opportunities for AI-enabled CDS
Stage 1: when a patient experiences symptoms
When patients experience a symptom, it has become
common to seek out the cause of such symptoms
through advanced testing, which is often costly but may
also be of low clinical value (Mira et al., 2018). This is
bolstered through access to health information on the
internet, where often lists of diagnoses are found along-
side tests to rule them out. Advances in natural language
processing (NLP), a branch of artificial intelligence,
present an opportunity to tackle overuse at this stage.
Evidence has shown that patient-facing interventions
which incorporate health education messaging and
recommend alternative behaviours are effective in
reducing overuse (Lin et al., 2020). Sources where
patients frequently seek information, such as search
engines or health information websites, could employ
simple NLP solutions to present resource aware recom-
mendations when patients search for symptoms. Google,
for example, presented treatment options to patients
related to COVID-19 searches in 2020; search engine
providers could perform a similar public service by
helping patients avoid low value choices (Google, 2020). A
variation of this could take advantage of AI-enabled
conversational agents or ‘chatbots’ (computer programs
trained to mimic human conversation), which are increas-
ingly being used to deliver evidence-based information to
patients when they need it, to begin early discussions of
which tests and treatments are needed for their symptoms
(Laranjo et al., 2018). For example, a patient in the future
could ask “will I need an x-ray for my back pain?”; a re-
sponse based on a relevant Choosing Wisely recommen-
dation could reassure that “99% of patients like you find
no benefit from imaging at this point”, and describe harms
from unnecessary imaging (Hall et al., 2021). As an early
sign of what could become more commonplace, during
the COVID-19 pandemic certain leading health systems
leveraged AI-powered mobile tools to screen and triage
patients at large volumes and low cost as a way to divert
care away from overwhelmed emergency departments
(Harvard Business Review, 2021).

Stage 2: when a patient prepares for a medical
appointment
Choosing Wisely campaigns create patient-facing mate-
rials, which explain commonly overused interventions
and encourage patients to ask their doctors questions
about the necessity of tests and treatments (Born et al.,
2017; Choosing Wisely, n.d.). Dissemination of evidence-
based health information to patients is challenging due
to the vast quantity of information available and limited
clinician time to connect patients to relevant resources.
A growing opportunity to harness AI to enhance patient
education around low value care is through patient

portals, secure websites that provide patients access to
their health information from anywhere, which are being
widely adopted by healthcare organizations (Ammenwerth
et al., 2012). For example, an AI-based recommender sys-
tem integrated into a patient portal could mine imaging
appropriateness criteria to help patients decide if they
have clinical features that might warrant imaging (e.g. red
flags in low back pain), and present factors for patients to
consider in their decision, such as cost, radiation dose,
time off work, etc. (Sahoo et al., 2019) Another opportun-
ity is waiting rooms of ambulatory clinics, where providing
patients with educational materials on common overuse
topics improves patient knowledge around unnecessary
care (Silverstein et al., 2016). The increasing use of tablets
and digital kiosks for intake forms in waiting rooms can
be combined with a simple NLP-based solution to
recognize text associated with frequently overused tests,
procedures and medications on patient intake forms, and
present relevant questions and considerations for patients.
For example, patients presenting with a chief complaint of
sinusitis might be immediately presented with patient-
facing information about appropriate indications for
antibiotics for upper respiratory tract infections which
they might read prior to their appointment (Silverstein
et al., 2016).

Stage 3: when clinicians and patients make decisions
about Tests & Treatments
Real time entry of patient data into EMRs during clinical
encounters has become commonplace. The field of CDS
has leveraged this to present evidence-based recommen-
dations to clinicians at the point of care. How can CDS
systems be leveraged to prevent overuse, and how can
AI help? A vast number of recommendations for
clinicians exist to help reduce unnecessary tests and
treatments- Choosing Wisely campaigns in more than
25 countries have developed thousands of recommenda-
tions (Choosing Wisely, 2019b). Presently, most CDS
tools used in practice are rule-based and not patient spe-
cific: if a physician orders a lumbar spine MRI but has
not checked the box for “trauma”, “malignancy” or “radi-
culopathy”, the CDS will suggest the test not be ordered.
As a result of this and other challenges like alert fatigue,
only small to modest changes in physician behavior are
typically observed upon CDS system implementation
(Shojania et al., 2009; Kwan et al., 2020). As CDS sys-
tems utilize AI based methods to enable personalized
predictions with improved accuracy, they can more
precisely match recommendations to patient contexts
(Topol, 2019; Jiang et al., 2017). AI algorithms, such as
the Pulmonary Embolism Result Forecast Model, can be
deployed within CDS software enabling the use of case-
specific recommendations; if, in the case of a patient
presenting to the emergency department with
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intermediate pretest probability of pulmonary embolism,
the patient-specific likelihood of a positive CT Pulmon-
ary Angiogram study is now known, the patient and pro-
vider may engage in decision-making that could reduce
low value imaging in a sizable portion of patients (Bane-
rjee et al., 2019). More accurately matching recommenda-
tions to patient contexts can help reduce the overall
number of alerts for clinicians and mitigate alert fatigue
(Chen et al., 2020; Khreis et al., 2019).

Stage 4: when laboratory, pharmacy and imaging
departments receive orders
In many health systems, testing and treatment is
generated through orders submitted to laboratory,
pharmacy or radiology information systems. CDS is
being applied to augment decision making at the of
order entry in these information systems (Berner,
2009). Current systems are not context-aware; they
simply present pre-defined guidelines based on the
ordered examination (e.g. MRI brain) and are not
aware of the patient’s clinical context from the EMR.
As a result, these systems offer general population-
level, not patient-specific, recommendations. If CDS
software was aware of clinical EMR data in real time,
these systems could use patients’ data, such as their
specific clinical condition and comorbidities, to more
accurately identify orders that may not fall in line
with Choosing Wisely or other appropriateness guide-
lines when received by the laboratory, pharmacy,
imaging departments. Once flagged, these orders
might be rejected where there is strong evidence of
inappropriateness (e.g. routine daily blood tests for
clinically stable hospitalized inpatients), or be flagged
for expert clinician review as a second opinion (e.g.
blood transfusion on a relatively stable inpatient).

Stage 5: when providing clinicians with feedback on
clinical practice
Currently, most clinicians receive feedback from individ-
ual patient encounters, or on aggregate (e.g. mammog-
raphy recall rate). Largely untapped is the EMR data that
captures every clinical decision made by a physician for
each patient. Physicians’ ordering patterns for clusters of
patients with similar characteristics can be collected and
analyzed. This data can be used to provide feedback on
how clinicians ordering behavior compares to their
peers, a strategy which has been shown to be highly
effective in promoting appropriate resource use (Zafar
et al., 2019). For example, it would be relatively easy to
use audit and feedback strategies using data of MRI
ordering for patients with uncomplicated headache
(clustered based on EMR data) relative to their peers.
The emerging idea of using AI to personalize choice

architecture in the field of behavioural economics could
be tailored to physicians by integrating specific physi-
cians’ habits and trends to create personalized digital
nudges towards adhering to recommendations at the
point of clinical decision making or computerized order
entry (Thaler & Sunstein, 2008; Choosing Wisely, 2019c;
Hrnjic & Tomczak, 2019; Karlsen & Andersen, 2019).
From a health systems perspective, these data can be
combined with system level data to assess performance
on common measures of overuse, and incentivize re-
source stewardship for example through public reporting
of hospitals’ resource use appropriateness and tying per-
formance measures to funding or reimbursemnt (Doll &
Patel, 2015).

Challenges and limitations
The future of medicine offers many new possibilities for
computer intelligence to scale expertise to make it easier
for clinicians and patients to make choices that drive
high value care.
However, confronting new possibilities for reducing

overuse through AI will come with considerable chal-
lenges currently facing all augmented medical decision
making (Celi et al., 2019; Maddox et al., 2019). First and
foremost, relevant data from EMRs must be available to
mine in order to develop predictions. This means health
systems need to integrate their multiple health informa-
tion systems and EMR vendors need to open up their
data for sharing. While there is progress on this front –
for example, the development of health information
communication standards such as FHIR - EMR data re-
mains inaccessible in many commercial applications and
siloed in many institutions. Building machine learning
algorithms using health data also involves grappling with
issues of data quality, including data accuracy and miss-
ingness, and identifying and mitigating bias in predic-
tions. Deploying an algorithm then becomes a software
challenge: on the back end, a predictive model must in-
tegrate with each EMR, which is a costly custom devel-
opment and business agreement challenge. On the front
end, we must ensure the recommendation is delivered in
a way that will promote better decision making and does
not disrupt clinical workflows in a way that increases
costs or delays patient care; a poorly designed user inter-
face by itself can drive overuse (Vaughn & Linder, 2018;
Emanuel & Wachter, 2019). These systems then need to
be monitored and adjusted in production, completing
the AI product lifecycle and ensuring quality and safety-
an entirely new practice in healthcare (Geis et al., 2019).
Overuse is also driven in part by clinician practice

patterns and habits. In many jurisdictions, due to the
fear of litigation clinicians will order more diagnostic
tests for example in the face of uncertainty. Physician
(and patients’) comfort with the levels of uncertainty in
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algorithms’ predictions, and liability issues with this
technology when errors occur, are a new legal and eth-
ical consideration. How much physicians and patients
trust the output and recommendations of algorithms will
also be a determining factor in their ability to modify
clinical practice to prevent overuse (Asan et al., 2020;
Nundy et al., 2019).
Overall, physician ordering behavior, habits and prac-

tice can be difficult to change and require a number of
multi-faceted strategies including effective leadership
and change management, audit and feedback, clinician
education, standards and policies, user-centered software
design, thoughtful nudge design and automation as
appropriate (Grimshaw et al., 2020; Gupta et al., 2017;
Vaughn & Linder, 2018). Simply offering access to
relevant information may not be sufficient to change
physician habits and behaviors.

Conclusion
Despite several challenges and unknowns, the sustain-
ability implications of the overuse problem to health
systems necessitate solutions. The computer science and
medical communities can combine efforts and work with
policy makers and software vendors to build and deploy
AI-enabled CDS tools. Such tools have the potential to
unlock opportunities to support solutions to foster high
value care.

Acknowledgements
We thank Dr. Amol Verma and Tai Huynh for their valuable comments and
review of prior drafts of this article.

Authors’ contributions
NM was involved in article conceptualization, writing of the original draft
and subsequent editing. KB was involved in article conceptualization,
supervision, and review and editing of the article. BF was involved in article
conceptualization, supervision, and review and editing of the article. All
authors read and approved the final manuscript.

Funding
Not applicable.

Availability of data and materials
Not applicable.

Declarations

Ethics approval and consent to participate
Not applicable.

Consent for publication
Not applicable.

Competing interests
Nishila Mehta drafted this article during a summer studentship based at
Choosing Wisely Canada. Karen Born is Knowledge Translation Lead for
Choosing Wisely Canada. Choosing Wisely Canada is funded primarily
through a grant from Health Canada, and is based at Unity Health Toronto
in partnership with the University of Toronto andCanadian Medical
Association. Benjamin Fine is a practicing radiologist, and a member of the
Ontario Ministry of Health Diagnostic Imaging Expert Panel. He is a steering
board member at EPIC System Radiant, and shareholder at PocketHealth and

Phelix.ai. He has recieved research compute credits from Google,
Amazon, RedHat, and NVIDIA.

Author details
1Temerty Faculty of Medicine, King’s College Cir, Toronto, ON M5S 1A8,
Canada. 2Unity Health Toronto, 30 Bond Street, Toronto, Ontario M5B 1W8,
Canada. 3Institute for Health Policy, Management and Evaluation, University
of Toronto, 155 College St 4th Floor, Toronto, ON M5T 3M6, Canada.
4Department of Diagnostic Imaging and Institute for Better Health, Trillium
Health Partners, 2200 Eglinton Ave W, Mississauga, ON L5M 2N1, Canada.
5WCH Institute for Health System Solutions and Virtual Care (WIHV), Women’s
College Hospital, 76 Grenville St, Toronto, ON M5S 1B2, Canada.

Received: 29 December 2020 Accepted: 24 March 2021

References
Ammenwerth E, Schnell-Inderst P, Hoerbst A. The impact of electronic patient

portals on patient care: a systematic review of controlled trials. J Med
Internet Res. 2012;14(6):e162. https://doi.org/10.2196/jmir.2238.

Asan O, Bayrak AE, Choudhury A. Artificial intelligence and human Trust in
Healthcare: focus on clinicians. J Med Internet Res. 2020;22(6):e15154. https://
doi.org/10.2196/15154.

Banerjee I, Sofela M, Yang J, et al. Development and Performance of the
Pulmonary Embolism Result Forecast Model (PERFORM) for Computed
Tomography Clinical Decision Support. JAMA Netw Open. Published online
August 07, 20192(8):e198719. doi:https://doi.org/10.1001/jamanetworkopen.2
019.8719

Berner ES. Clinical decision support systems: State of the Art. In: AHRQ
Publication No. 09-0069-EF. Rockville, Maryland: Agency for Healthcare
Research and Quality; 2009. https://healthit.ahrq.gov/sites/default/files/docs/
page/09-0069-EF_1.pdf (accessed 17 October 2019).

Bero LA, Grilli R, Grimshaw JM, et al. Closing the gap between research and
practice: an overview of systematic reviews of interventions to promote the
implementation of research findings. BMJ 1998; 317:465–468. doi: https://doi.
org/10.1136/bmj.317.7156.465.

Born KB, Coulter A, Han A, Ellen M, Peul W, Myres P, et al. Engaging patients and
the public in choosing Wisely. BMJ Qual Saf. 2017;26(8):687–91. https://doi.
org/10.1136/bmjqs-2017-006595.

Braithwaite J, Glasziou P, Westbrook J. The three numbers you need to know
about healthcare: the 60-30-10 challenge. BMC Med 2020 18, 102. https://doi.
org/10.1186/s12916-020-01563-4.

Canadian Institute for Health Information. Unnecessary Care in Canada. Ottawa,
Ontario 2017.

Celi LA, Fine B, Stone DJ. An Awakening in Medicine: the partnership of
humanity and intelligent machines. Lancet Digital Health. 2019;1(6):255–7.
https://doi.org/10.1016/S2589-7500(19)30127-X.

Chen J, Chokshi S, Hegde R, Gonzalez J, Iturrate E, Aphinyanaphongs Y,
et al. Development, implementation, and evaluation of a personalized
machine learning algorithm for clinical decision support: case study with
shingles vaccination. J Med Internet Res. 2020;22(4):e16848. https://doi.
org/10.2196/16848.

Choosing Wisely: Promoting conversations between patients and clinicians.
https://www.choosingwisely.org (accessed 17 October 2019a).

Choosing Wisely. Clinician Lists. https://www.choosingwisely.org/clinician-lists/
(accessed 17 October 2019b).

Choosing Wisely. A nudge for better outcomes. 2019c. https://www.
choosingwisely.org/resources/updates-from-the-field/a-nudge-for-better-
outcomes/ (accessed 5 November 2020).

Choosing Wisely. 5 questions to ask your doctor before you get any test,
Treatment or Procedure https://www.choosingwisely.org/wp-content/uploa
ds/2018/03/5-Questions-Poster_8.5x11-Eng.pdf (accessed 17 October 2019).

Doll JA, Patel MR. Self-regulation in the era of big data: appropriate use of
appropriate use criteria. Ann Intern Med. 2015;162(8):592–3. https://doi.org/1
0.7326/M15-0418.

Emanuel EJ, Wachter RM. Artificial Intelligence in Health Care: Will the Value
Match the Hype? JAMA. Published online May 20, 2019321(23):2281–2282.
Doi: https://doi.org/10.1001/jama.2019.4914.

Embrett M, Randall GE. Physician perspectives on Choosing Wisely Canada as an
approach to reduce unnecessary medical care: a qualitative study. Health Res

Mehta et al. Bioelectronic Medicine             (2021) 7:5 Page 5 of 6

https://doi.org/10.2196/jmir.2238
https://doi.org/10.2196/15154
https://doi.org/10.2196/15154
https://doi.org/10.1001/jamanetworkopen.2019.8719
https://doi.org/10.1001/jamanetworkopen.2019.8719
https://healthit.ahrq.gov/sites/default/files/docs/page/09-0069-EF_1.pdf
https://healthit.ahrq.gov/sites/default/files/docs/page/09-0069-EF_1.pdf
https://doi.org/10.1136/bmj.317.7156.465
https://doi.org/10.1136/bmj.317.7156.465
https://doi.org/10.1136/bmjqs-2017-006595
https://doi.org/10.1136/bmjqs-2017-006595
https://doi.org/10.1186/s12916-020-01563-4
https://doi.org/10.1186/s12916-020-01563-4
https://doi.org/10.1016/S2589-7500(19)30127-X
https://doi.org/10.2196/16848
https://doi.org/10.2196/16848
https://www.choosingwisely.org
https://www.choosingwisely.org/clinician-lists/
https://www.choosingwisely.org/resources/updates-from-the-field/a-nudge-for-better-outcomes/
https://www.choosingwisely.org/resources/updates-from-the-field/a-nudge-for-better-outcomes/
https://www.choosingwisely.org/resources/updates-from-the-field/a-nudge-for-better-outcomes/
https://www.choosingwisely.org/wp-content/uploads/2018/03/5-Questions-Poster_8.5x11-Eng.pdf
https://www.choosingwisely.org/wp-content/uploads/2018/03/5-Questions-Poster_8.5x11-Eng.pdf
https://doi.org/10.7326/M15-0418
https://doi.org/10.7326/M15-0418
https://doi.org/10.1001/jama.2019.4914


Policy Syst. 2018;16(1):95. doi: https://doi.org/10.1186/s12961-018-0370-5.
PMID: 30257678; PMCID: PMC6158820.

Geis JR, Brady AP, Wu CC, Spencer J, Ranschaert E, Jaremko JL, et al. Ethics of
artificial intelligence in radiology: summary of the joint European and North
American multisociety statement. Radiology. 2019;293(2). doi: https://doi.
org/10.1148/radiol.2019191586.

Google. COVID-19 Information & Resources. 2020. https://www.google.com/
covid19/ (accessed 10 November 2020).

Grimshaw JM, Patey AM, Kirkham KR, Hall A, Dowling SK, Rodondo N, et al.
De-implementing wisely: developing the evidence base to reduce low-
value care. BMJ Qual Safety. 2020;29(5):409–17. https://doi.org/10.1136/
bmjqs-2019-010060.

Gupta DM, Boland RJ, Aron DC. The physician’s experience of changing clinical
practice: a struggle to unlearn. Implementation Sci 2017; 12, 28. https://doi.
org/10.1186/s13012-017-0555-2.

Hall AM, Aubrey-Bassler K, Thorne B, Maher CG. Do not routinely offer imaging
for uncomplicated low back pain. BMJ 2021; 372 :n291. https://doi.org/10.113
6/bmj.n291.

Wittbold KA, Carroll C, Iansiti M, Zhang HM, Landman AB. How Hospitals are
Using AI to Battle COVID-19. Harvard Business Review. 2020. https://hbr.org/2
020/04/how-hospitals-are-using-ai-to-battle-covid-19. Aaccessed 19 Mar 2021.

Hrnjic E, Tomczak N. Machine learning and behavioral economics for
personalized choice architecture. 2019. Papers 1907.02100, arXiv.org.

Institution for Safe Medication Practices. Education is “predictably disappointing”
and should never be relied upon alone to improve safety. 2020. https://ismp.
org/resources/education-predictably-disappointing-and-should-never-be-
relied-upon-alone-improve-safety (accessed 10 November 2020).

IOM (Institute of Medicine). Best Care at Lower Cost: the Path to Continuously
Learning Health Care in America. Washington DC: The National Academies
Press; 2013.

Jiang F, Jiang Y, Zhi H, Dong Y, Li H, Ma S, et al. Artificial intelligence in
healthcare: past, present and future. Stroke Vasc Neurol. 2017;2(4):230–43.
https://doi.org/10.1136/svn-2017-000101.

Karlsen R, Andersen A. Recommendations with a nudge. Technologies. 2019; 7(2):
45. https://doi.org/10.3390/technologies7020045.

Khreis N, Lau AS, Al-Jedai A, et al. An Evaluation of Clinical Decision Support and
Use of Machine Learning to Reduce Alert Fatigue. Int J Comp Commun Eng.
2019;8:32–9. https://doi.org/10.17706/IJCCE.2019.8.1.32-39.

Kwan JL, Lo L, Ferguson J, Goldberg H, Diaz-Martinez JP, Tomlinson G, et al.
Computerised clinical decision support systems and absolute improvements
in care: meta-analysis of controlled clinical trials. BMJ 2020; 370 :m3216. doi:
https://doi.org/10.1136/bmj.m3216.

Laranjo L, Dunn AG, Tong HL, et al. Conversational agents in healthcare: a
systematic review. J Am Med Inform Assoc. 2018;25(9):1248–1258. Doi:
https://doi.org/10.1093/jamia/ocy072.

Lin, L, Alam P, Fearon E, Hargreaves J.R. Public target interventions to
reduce the inappropriate use of medicines or medical procedures: a
systematic review. Implementation Sci 2020; 15, 90. https://doi.org/10.11
86/s13012-020-01018-7.

Maddox TM, Rumsfeld JS, Payne PRO. Questions for artificial intelligence in health
care. JAMA. 2019;321(1):31–2. https://doi.org/10.1001/jama.2018.18932.

Mafi JN, Parchman M. Low-value care: an intractable global problem with no
quick fix. BMJ Quality & Safety 2018;27:333–336. https://doi.org/10.1136/
bmjqs-2017-007477, 5

Mesko B. The role of artificial intelligence in precision medicine. Expert Rev
Precision Med Drug Dev. 2017;2(5):239–41. https://doi.org/10.1080/23
808993.2017.1380516.

Middleton B, Sittig DF, Wright A. Clinical Decision Support: a 25 Year
Retrospective and a 25 Year Vision. Yearb Med Inform. 2016;Suppl 1((Suppl
1)):S103–16. https://doi.org/10.15265/IYS-2016-s034.

Mira JJ, Carrillo I, Silvestre C, Pérez-Pérez P, Nebot C, Olivera G, et al. Drivers and
strategies for avoiding overuse. A cross-sectional study to explore the
experience of Spanish primary care providers handling uncertainty and
patients' requests. BMJ Open. 2018;8(6):e021339. https://doi.org/10.1136/
bmjopen-2017-021339.

Montani S, Striani M. Artificial intelligence in clinical decision support: a focused
literature survey. Yearb Med Inform. 2019;28(1):120–7. https://doi.org/10.1055/
s-0039-1677911 Epub 2019 Aug 16.

Nundy S, Montgomery T, Wachter RM. Promoting trust between patients and
physicians in the era of artificial intelligence. JAMA. 2019;322(6):497–8.
https://doi.org/10.1001/jama.2018.20563.

Office of the National Coordinator for Health Information Technology. Office-
based Physician Electronic Health Record Adoption, Health IT Quick-Stat #50.
January 2019. https://dashboard.healthit.gov/quickstats/pages/physician-ehr-a
doption-trends.php. Accessed 17 Oct 2019.

Pathirana T, Clark J, Moynihan R. Mapping the drivers of overdiagnosis to
potential solutions. BMJ 2017; 358 :j3879. doi: https://doi.org/https://doi.org/1
0.1136/bmj.j3879 [published Online First: 16 August 2016].

Sahoo AK, Pradhan C, Barik RK, Dubey H. DeepReco: Deep Learning Based Health
Recommender System Using Collaborative Filtering. Computation 2019 7(2),
25. Doi: https://doi.org/https://doi.org/10.3390/computation7020025.

Shojania KG, Jennings A, Mayhew A, Ramsay CR, Eccles MP, Grimshaw J, et al.
The effects of on-screen, point of care computer reminders on processes
and outcomes of care. Cochrane Database Syst Rev. 2009;3:CD001096.
https://doi.org/10.1002/14651858.CD001096.pub2.

Shortliffe EH, Sepúlveda MJ. Clinical decision support in the era of artificial
intelligence. JAMA. 2018;320(21):2199–200. https://doi.org/10.1001/jama.201
8.17163.

Silverstein W, Lass E, Born K, Morinville A, Levinson W, Tannenbaum C. A survey
of primary care patients' readiness to engage in the de-adoption practices
recommended by choosing Wisely Canada. BMC Res Notes. 2016;9(1):301.
https://doi.org/10.1186/s13104-016-2103-6.

Sutton RT, Pincock D, Baumgart DC, Sadowski DC, Fedorak RN, Kroeker KI.
An overview of clinical decision support systems: benefits, risks, and
strategies for success. NPJ Digit Med 3, 17 (2020). https://doi.org/10.103
8/s41746-020-0221-y.

Thaler RH, Sunstein CR. Nudge: Improving decisions about health, wealth and
happiness. Yale University Press, 2008.

Topol EJ. High-performance medicine: the convergence of human and
artificial intelligence. Nat Med. 2019;25(1):44–56. https://doi.org/10.1038/
s41591-018-0300-7.

Vaughn VM, Linder JA. Thoughtless design of the electronic health record drives
overuse, but purposeful design can nudge improved patient care. BMJ Qual
Saf. 2018;27:583–586. doi: https://doi.org/10.1136/bmjqs-2017-007578.

Yu KH, Beam AL, Kohane IS. Artificial intelligence in healthcare. Nat Biomed Eng.
2018;2(10):719–31. https://doi.org/10.1038/s41551-018-0305-z.

Zafar HM, Ip IK, Mills AM, Raja AS, Langlotz CP, Khorasani R. Effect of clinical
decision support–generated report cards versus real-time alerts on primary
care provider guideline adherence for low Back pain outpatient lumbar spine
MRI orders. AJR Am J Roentgenol. 2019;212(2):386–94. https://doi.org/1
0.2214/AJR.18.19780.

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.

Mehta et al. Bioelectronic Medicine             (2021) 7:5 Page 6 of 6

https://doi.org/10.1186/s12961-018-0370-5
https://doi.org/10.1148/radiol.2019191586
https://doi.org/10.1148/radiol.2019191586
https://www.google.com/covid19/
https://www.google.com/covid19/
https://doi.org/10.1136/bmjqs-2019-010060
https://doi.org/10.1136/bmjqs-2019-010060
https://doi.org/10.1186/s13012-017-0555-2
https://doi.org/10.1186/s13012-017-0555-2
https://doi.org/10.1136/bmj.n291
https://doi.org/10.1136/bmj.n291
https://hbr.org/2020/04/how-hospitals-are-using-ai-to-battle-covid-19
https://hbr.org/2020/04/how-hospitals-are-using-ai-to-battle-covid-19
http://arxiv.org
https://ismp.org/resources/education-predictably-disappointing-and-should-never-be-relied-upon-alone-improve-safety
https://ismp.org/resources/education-predictably-disappointing-and-should-never-be-relied-upon-alone-improve-safety
https://ismp.org/resources/education-predictably-disappointing-and-should-never-be-relied-upon-alone-improve-safety
https://doi.org/10.1136/svn-2017-000101
https://doi.org/10.3390/technologies7020045
https://doi.org/10.17706/IJCCE.2019.8.1.32-39
https://doi.org/10.1136/bmj.m3216
https://doi.org/10.1093/jamia/ocy072
https://doi.org/10.1186/s13012-020-01018-7
https://doi.org/10.1186/s13012-020-01018-7
https://doi.org/10.1001/jama.2018.18932
https://doi.org/10.1136/bmjqs-2017-007477
https://doi.org/10.1136/bmjqs-2017-007477
https://doi.org/10.1080/23808993.2017.1380516
https://doi.org/10.1080/23808993.2017.1380516
https://doi.org/10.15265/IYS-2016-s034
https://doi.org/10.1136/bmjopen-2017-021339
https://doi.org/10.1136/bmjopen-2017-021339
https://doi.org/10.1055/s-0039-1677911
https://doi.org/10.1055/s-0039-1677911
https://doi.org/10.1001/jama.2018.20563
https://dashboard.healthit.gov/quickstats/pages/physician-ehr-adoption-trends.php
https://dashboard.healthit.gov/quickstats/pages/physician-ehr-adoption-trends.php
https://doi.org/10.1136/bmj.j3879
https://doi.org/10.1136/bmj.j3879
https://doi.org/10.3390/computation7020025
https://doi.org/10.1002/14651858.CD001096.pub2
https://doi.org/10.1001/jama.2018.17163
https://doi.org/10.1001/jama.2018.17163
https://doi.org/10.1186/s13104-016-2103-6
https://doi.org/10.1038/s41746-020-0221-y
https://doi.org/10.1038/s41746-020-0221-y
https://doi.org/10.1038/s41591-018-0300-7
https://doi.org/10.1038/s41591-018-0300-7
https://doi.org/10.1136/bmjqs-2017-007578
https://doi.org/10.1038/s41551-018-0305-z
https://doi.org/10.2214/AJR.18.19780
https://doi.org/10.2214/AJR.18.19780

	Abstract
	Background
	Advances and opportunities in clinical decision support

	Opportunities for AI-enabled CDS
	Stage 1: when a patient experiences symptoms
	Stage 2: when a patient prepares for a medical appointment
	Stage 3: when clinicians and patients make decisions about Tests & Treatments
	Stage 4: when laboratory, pharmacy and imaging departments receive orders
	Stage 5: when providing clinicians with feedback on clinical practice

	Challenges and limitations
	Conclusion
	Acknowledgements
	Authors’ contributions
	Funding
	Availability of data and materials
	Declarations
	Ethics approval and consent to participate
	Consent for publication
	Competing interests
	Author details
	References
	Publisher’s Note

